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Abstract – Autonomous agents have become an influential
and powerful paradigm in a great variety of disciplines,
from sociology and economics to distributed artificial in-
telligence and software engineering to philosophy. Given
that the paradigm has been around for awhile, one would
expect a broadly agreed-upon, solid understanding of what
autonomous agents are and what they are not. This, how-
ever, is not the case. We therefore join the ongoing debate
on what are the appropriate notions of autonomous agency.
We approach agents and agent ontology from a cybernet-
ics and general systems perspective, in contrast to the much
more common in the agent literature sociology, anthropology
and/or cognitive psychology based approaches. We attempt
to identify the most fundamental attributes of autonomous
agents, and propose a tentative hierarchy of autonomous
agents based on those attributes.
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1 Introduction and Motivation
Autonomous agents have become a powerful paradigm in

a great variety of disciplines, from sociology and economics
to distributed artificial intelligence and software engineering
to cognitive sciences to philosophy. While different disci-
plines have different needs and may have different notions
of agents, the agents in economics and those in distributed
artificial intelligence (DAI), for example, nonetheless tend
to share most of the fundamental properties. Given that the
paradigm has been around for awhile, one would expect a rel-
atively solid understanding of what autonomous agents are,
and what they are not. This, however, is not at all the case.

Is there, then, at least a reasonably unified and broadly
agreed upon notion ofautonomous agencyamong the com-
puter scientists? The answer is still‘No.’ In particular,
the notion of autonomous agency in open distributed com-
puting environments (e.g., [2, 6]), while certainly sharing
some of the properties, does not coincide with the corre-
sponding standard notion of agency in artificial intelligence
(e.g., [18]). One would hope that understanding this gap
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can assist in bridging it, thereby enhancing the ability of the
software system designers to meet the requirements of vari-
ous AI and other applications more effectively and easily by
readily identifying and efficiently building the required ad-
ditional functionality (“agent capabilities”) on the top of the
existing open distributed agent-based (or even merely object-
based) software infrastructures.

Herewith, we attempt to contribute to the ongoing debate
on what are the appropriate notions ofautonomous agency.
Instead of proposing a single such prescriptive (and there-
fore necessarily also restrictive), “one size fits all” defini-
tion of autonomous agents, we propose an entire hierarchy
of agents, from simpler (reactive situated agents) towards
quite complicated and capable of human-like complex cog-
nitive tasks (deliberative, intelligent agents). The proposed
hierarchy, rather than being based on any particular school
of thought in artificial intelligence and cognitive sciences, is
chiefly based on ideas and paradigms from other scientific
disciplines - mainlycybernetics [25] and systems science
[14, 15]. We argue that learning from other, non-AI and non-
cognitive disciplines such as cybernetics or biology can pro-
vide some critical, yet thus far for the most part missing,
ingredients in building successful and complete theories of
artificial autonomous agents and multi-agent systems. This
work is intended to be a modest step in that direction.

2 What Are Autonomous Agents?
It has become common to define an appropriate notion of

agency by specifying thenecessary attributesthat all agents
of the particular kind one has in mind are required to share
(e.g., [10, 16, 18]). There has been much of debate, however,
what set of properties exactly qualifies an entity, such as a
single human decision maker, a firm in the market, a com-
puter program, a robot or an unmanned autonomous vehicle,
for an autonomousor an intelligent agent. Influential po-
sition papers, such as [26] for intelligent agents or [10] for
autonomous agents, while trying to clarify and unify the ter-
minology, and propose agent taxonomies, also illustrate the
heterogeneity and lack of agreement on the definition and
the required (as opposed to optional) properties even in the
case of autonomous agents that are restricted to computer



programs alone (which disallows, say, humans or social in-
sects).

It has been observed that the main division line is the one
that separates the (purely)reactive agents[17, 18] from the
more complex, capable of cognitive-like behaviorsdeliber-
ative agents [16, 18, 26]. A reactive agent is one that is
coupled to the environment and is capable of being affected
by, and perhaps in turn also affecting, the environment. It
need not be capable of cognitive tasks such as learning, plan-
ning or reasoning. It need not have any complicated internal
structure, or any capability of complex correlations between
its internal states and the states of the outer world (“symbolic
representations”); it uses a little or no memory, etc.

In contrast, a deliberative agent is much more complex in
terms of its internal structure, is typically capable of creat-
ing and working with abstract representations of a complex
outer world (e.g., by performing planning, reasoning and/or
learning tasks), has some sense of its purpose (tasks, goals,
utilities), usually is pro-active and adaptable, etc. Much of
research in the main-stream artificial intelligence (AI) over
the past twenty or more years has been focused on the de-
sign problem of such artificial deliberative agents, capable
of acting in complex environments and autonomously pursu-
ing their complex goals or tasks in such environments (see,
e.g., [6, 16, 18, 24, 26] and references therein).

Herein, we attempt to hierarchically classify agents based
on their complexity in terms of their capabilities and func-
tionalities, not on (models of) agents’ internal structure. An
agent is more sophisticated than another, if it is capable of
more complex behaviors observable by an outside observer.
This natural functionalist, behaviorist and systems theory
oriented approach, however, does not seem very common in
the mainstream agent literature.

Some of the most frequently encountered general prop-
erties of agents found in the literature include reactive-
ness, pro-activeness, ability to execute autonomously, goal-
orientedness or goal-drivenness, a capability of sensing the
environment and being affected by the environment, a ca-
pability of affecting the environment, sociability, ability to
communicate, persistence, purposefulness, and ability to
learn and/or reason about the world.

Not all the agents have to possess all of the above men-
tioned properties, of course. We shall make an attempt, how-
ever, to identify those properties that arenecessaryfor au-
tonomous agents of a desired level of complexity.

In case of the computer programs, being capable of au-
tonomous execution, that is, an execution that is not (en-
tirely) controlled from the outside, seems to be the most natu-
ral requirement for any notion of autonomous agency. How-
ever, a question then arises, is this enough? For instance, a
finite state machine (FSM)executes autonomously (and re-
actively, inasmuch as the ability of an agent to be affected by
the environment suffices for reactivity), but we find it hard
to considerindividual FSMs an appropriate abstraction of
autonomous agents. On the other hand, acoupled finite au-
tomata model has been proposed as an abstraction of reac-

tive situated agents (e.g., [17]). We shall discuss in some
detail what we consider to be the necessary attributes of au-
tonomous agency, as well as propose a hierarchy of agents in
terms of the attributes they possess, inSection 4.

3 A Systems Approach To Agents
Most approaches to classifying various types of (natural

as well as artificial) agents are based on specifying the nec-
essary attributes of a particular kind of agents, as in, e.g.,
[10]. We adopt this general approach, as well. However, we
also try to be more specific as towhat kinds of attributes
we allow. Tools from other cognitive disciplines, such as
psychology, anthropology and sociology, have been liber-
ally applied to characterize the fundamental properties, and
therefore the very nature, of various artificial agent systems.
In particular, software and robotic agents have been gener-
ously ascribed properties that characterize anthropomorphic
cognition, such as beliefs, desires, intentions, emotions, etc.
One of the most successful examples of such approach are
the BDI agent paradigm and architectures [16].

However, we see some potential conceptual and practical
problems with assigning too liberally human (cognitive or
other) attributes to a piece of software or a robot. In scien-
tific and engineering modeling, the very purpose of amodel
is to be intrinsically simpler, and therefore more amenable to
analysis, than the phenomenon being modeled. But when the
attributes of beliefs, intentions, emotions, and the like are as-
cribed to, for instance, a software agent system with individ-
ual agents of a fairly modest complexity, it seems that exactly
the opposite is the case. While there is some justification in
correlating, for instance, how artificial agents represent and
interact with complex, partially observable environments and
tasks to how humans act (reason, learn, represent knowledge,
etc.) with respect to their tasks and environments, there are
also certain dangers in this approach. For, after all, robots
and software agents are not human, and (unless one believes
in the Strong AI hypothesis [19]) perhaps cannot ever be
made very human-like in terms of their cognitive capabil-
ities. Furthermore, representing and reasoning about rela-
tively simple software agents encountered in many software
engineering applications in terms of highly complex capa-
bilities of human-like cognition seems to be an “overkill”, in
that the complexity of the model may end up considerably
exceeding the sophistication of the modeled.

Another problem with attributing various anthropomor-
phic features to artificial agents emerges once different types
of such agents are compared and contrasted with one an-
other. Software agents, robots and other types of artificial
agents are man-designed engineering systems. They should
be characterized, studied, compared and contrasted to one
another in terms of how they as systemsbehave, not what
“mental states” or “beliefs” or “desires” or “emotions” their
designer attributes to them. Whether an agent is reactive or
adaptable can be, in general, verified by an outside observer
that is independent of the agent. What are the belief or desire
or emotional states of an agent, on the other hand, cannot.



We shall propose in the sequel a less cognition-oriented,
and less anthropomorphic, approach to modeling, classifying
and understanding various types of (artificial) autonomous
agents and multi-agent systems (MAS). In particular, our ap-
proach, instead of cognitive psychology, draws more analo-
gies and paradigms from cybernetics [25] and systems sci-
ence [14, 15] on one, and biology and natural evolution [9],
on the other hand. We argue that this approach fairly natu-
rally leads to various possible hierarchical classifications of
autonomous agents, and we propose one such general and
broad agent hierarchy.

In particular, instead of comparing various agents in terms
of their sophistication by chiefly comparing the complexi-
ties of agents’ internal representations or “logics”, we adopt
a cybernetics-inspired approach based on the “black box”
abstraction, and consider what kind of properties an agent
needs in order to be able to do certain things, or function
a certain way. We view an agent system “not a thing, but
a list of variables” [5] and relations among those variables.
Moreover, to understand an autonomous agent, one has to
also understand this agent’s environment, as well as various
loops (e.g., feed-forward or feedback) that determine how
this agent interacts with its environments. Thus our empha-
sis is on a functionalist, behavioral aspects of agency, and an
agent is viewed as a black box whose inner structure (such as
beliefs, desires, emotions, etc.) may or may not be accessible
or understood, but it isthe interaction of this black box sys-
tem with the outside world,mechanisms for that interaction,
and observable behavioral consequences of that interaction
that are given the “first class” status (see, e.g., [4, 5]).

4 An Agent Hierarchy: From
Reactive Towards Deliberative

We now discuss in some detail what are the critical,nec-
essary (as opposed to optional) attributes that characterize
most known autonomous agents, biological and computa-
tional alike. The most elementary attributes of such agents
can be expected to be those properties that characterize any
autonomous systemin general. Once a couple of additional
attributes that characterize virtually all agents are added, we
arrive at aweak notion of autonomous agency. Subse-
quently, some additional properties will be identified that,
we argue, characterize nearly all autonomous agents found
in AI and DAI. An agent that possesses each of these at-
tributes, as well as those of weakly autonomous agents, we
shall call strongly autonomous. Finally, one more prop-
erty will be identified that is absolutely necessary for any
(however weak) notion of intelligence. Thus this list of sys-
tem properties, each to at least some degree observable or
testable by an observer external to the system, will implicitly
define a tentativenatural hierarchy of autonomous agents.
In addition to similar attempts at classifying various types of
agents (e.g., [10, 26]), our approach is also motivated by the
general systems theory, and, in particular, by epistemological
hierarchies of(general) systems,as in, e.g., [15].

The minimal notion of autonomy is the requirement that
an entity (at least partially) controls its own internal state.
Some degree of control1 of one’s internal state indeed ap-
pears necessary for autonomous agency, as well - but it is by
no means sufficient. In addition to control over itsinternal
state, an autonomous system ought to have at least some
degree of control over itsbehavior. In case of a computer
program (that is, a software agent), this means autonomous
execution. If some autonomous control of a software sys-
tem’s state and execution were all it takes for such a sys-
tem to be an autonomous agent, then the distinction between
software agents and arbitrary computer programs would be
rather blurred, and(almost) all programs would “qualify”
for autonomous agents (see, e.g., discussions in [10, 17]).
This is clearly undesirable. The question arises, what is miss-
ing - what additional requirements need to be imposed on an
arbitrary computer program so that such a program can be
considered a legitimate software agent?

Agents cannot be understood in isolation from the envi-
ronment in which they are embedded [10]. This implies that,
in order to develop a meaningful model of an agent, we need
(a) an appropriate model of the environment, and (b) a model
of the agent’sinteraction with the environment.

Regardless of the nature and mechanisms of this interac-
tion between an agent and its environment (where the envi-
ronment may also include other agents), there would be no
point to any such interaction if it were not able toaffect ei-
ther the agent, or the environment outside of the agent, or,
most often in practice,both.

Consequently, we considerreactivity (or what is called
“responsiveness” in [26]) to be another necessary attribute
of any notion of autonomous agency, as the agent has to be
able to (1) notice changes in the environment, (2) appropri-
ately respond to those changes, and (3) affect what input or
stimuli it will receive from the environment in the future.
Hence, the necessary attributes for any reasonable notion of
autonomous agency identified thus far are (i) some control
of one’s internal state and execution, and (ii) reactivity as a
prerequisite for the agent-environment interactions that, in
general, may affect both the agent and the environment.

Any “proper” computational or biological autonomous
agent can also be expected to be at least somewhatpersis-
tent, that is, to “live on” beyond completing a single task
on a single occasion. In case of software agents, persistence
makes an agent different from say asubroutine of a com-
puter program whose “turning on and off” is controlled from
outside of that subroutine (see, e.g., [10]). This necessity
of some form of persistence is evidently strongly related to
the most basic requirement of(weakly) autonomous agency,
namely, that an agent ought to have some degree of control
of its internal state and behavior.

1Full and exclusive control of one’s internal state, if understood in the
sense of that “nothing from the outside” can affect the entity’s state, is
clearly not desirable in case of agents, as one would like the agent to be
able to be effected by its environment.



We summarize below our notion ofweakly autonomous
agency (WAA)2 in terms of the necessary agent attributes:

weak autonomous agency≈ control of own state
+ reactivity + persistence

Hence, at the bottom level of the emerging hierarchy of
autonomous agents, we find purely reactive embedded (or
situated) agents [17]. Such agents can be appropriately ab-
stracted via finite state machines (deterministic case) or dis-
crete Markov chains (probabilistic case). A combination
of reactivity and persistence characterizes many of both the
simplest life forms and simple artificial agents. When some
degree of control of the agent’s internal state and behavior
is also present, one arrives at what we shall call herewith
weakly autonomous agency (WAA).We suggest the actor
model of distributed computing [1, 2] to be a canonical ex-
ample ofWAA among the software agents.

One common feature found in all or nearly all interesting
autonomous agents, biological and computational alike, is
some form of goal-orientednessor goal-drivenness. In
case of the living organisms, the highest level driving mech-
anisms are the instincts ofsurvival and reproduction. The
single most fundamental instinct in all of known life forms
(to which an appropriate notion of an instinct can be ascribed
at all) is that of survival. Indeed, the instinct of reproduction
is related to the survival of the species or, perhaps, of the
particular genes and gene patterns, as opposed to the “mere”
survival of the individual organisms [9]. At lower levels, the
driving mechanisms - finding food or a sexual partner - are
those that are expected to provide, promote and enhance the
two highest-level goals, survival and reproduction.

In the case of artificial computational agents such as a web
crawler or a robot or an autonomous unmanned vehicle, these
agents are designed and programmed with a particular goal
or a set of goals in designer’s mind. Thus, the ability to act
autonomously is typically related to an agent having some
goal(s) to accomplish, and therefore being goal-driven.

From a systems perspective, in order for an agent to be
reactive, it has to becoupled to its environment via some
appropriate sensors (or “input channels”) and effectors (“out-
put channels”). Due to agent’s sensors, the environment can
affect the agent; due to agent’s effectors, the agent can affect
the outside environment. For a stronger notion of agency
thanWAA, in addition to some sort of sensors and effectors,
necessary to ensure that the agent can interact with, affect
and be affected by the outside world, it seems natural that
an appropriate feedback, or control, loop exists between the
agent and the outside world, so that this feedback loop af-
fects how the agent responds to the environmental changes.
A feedback loop provides the agent with knowledge of “how
well it is doing”. In particular, an agent will have use of a
feedback loop only if it has an appropriate notion of its goals
or tasks, and an evaluation function (task value, utility, re-

2This notion of weak agent autonomy, mainly based on the dominant no-
tion of autonomous agents in the area of software design for open distributed
systems, is obviously not calledweak by those who consider it sufficient for
their purposes.

source consumption, or the like) associated with it. That is,
an agent needs some sort of acontrol loop in order to be
capable of goal-oriented or utility-oriented behavior.

Finally, in addition to responsiveness, persistence and
goal-drivenness or goal-orientedness, one more characteris-
tic found in nearly all interesting autonomous agents, not
altogether unrelated to goal-orientedness, is that ofpro-
activeness [10, 18, 26]. While some literature on au-
tonomous agents treats pro-activeness and goal-drivenness
as synonyms, we briefly discuss why, in general, the two at-
tributes ought to be distinguished.

Namely, a situated, reactive agent can be goal-oriented
without being pro-active: given an input from the “world”,
the goal-oriented agent acts so as to ensure, e.g., avoiding
being in certain of its internal states that it views incom-
patible with its limited knowledge of “what is going on out
there”. If there are no changes in the environment, the agent
simply keeps “sitting” in whatever its current state happens
to be. Thus, this reactive agent has a goal (although admit-
tedly a very simplistic one), but is not pro-active. Similarly,
an agent can be pro-active without being goal-oriented, as
long as we require of agent’s goal(s) to be non-trivial, and,
in particular, to possibly entail some deliberate effect that the
agent’s actions may be required, under appropriate circum-
stances, to have on the environment. Under this assumption,
an agent may “pro-actively” perform a more or less random
walk among its internal states, without any observable effects
on the outside world, and therefore without accomplishing -
or, indeed, having - any specific goals insofar as the agent’s
deliberate influence on the environment.

Thus, while pro-activeness and goal-orientedness are usu-
ally closely related, they are not synonymous, and, moreover,
neither subsumes the other.

Once aWAA agent is additionally equipped with some
form of goal-drivenness and pro-activeness, we arrive at
what we define asstrongly autonomous agency (SAA).Most
agents encountered in AI, whether they are software agents,
robots, unmanned vehicles, or of any other kind, are of this,
strongly autonomous type (see, e.g., [18, 16, 24]).

Therefore, we find that it is precisely the properties of (i)
some degree of control of one’s own internal state and behav-
ior, (ii) reactiveness or responsiveness, (iii) persistence, (iv)
pro-activeness, and (v) goal-drivenness or goal-orientedness
that, together, and in synergy with each other, make an agent
truly (or strongly) autonomousin an AI sense:

strong autonomous agency≈ weak autonomous agency
+ goal-orientedness + pro-activeness

Granted, much of the agent literature has identified prop-
erties (i) - (v) as common to autonomous agents (see, e.g.,
[26, 10] and references therein). We claim, however, that
these five agent capabilities arethe necessary proper-
ties that are all found in nearly every reasonable model of
autonomous agency, whereas other characteristics, includ-
ing sociability, mobility, “mental states”, beliefs-desires-
intentions, etc., are not as essential, and are found in (or can
be reasonably attributed to) onlysome, but by no means



(nearly) all of the known autonomous agents, whether bio-
logical or artificial.

However, even those living organisms that one would
never consider intelligent have one more fundamental prop-
erty, absent from our notion ofSAA, and that is the abil-
ity to adapt (e.g., through metabolism). Adaptability is a
necessary prerequisite for biological survival, as well as for
any reasonable notion of intelligence. The “control loop” be-
tween the agent and the world serves no purpose, if the agent
has no goals or notions of “goodness” with respect to which
it tries to optimize its behavior. But such goal- or utility-
drivenness is useless, if the agent cannot dynamically adjust
its behavior based on the feedback, i.e., if it cannot adapt.

To summarize, based on how is an agent coupled to its en-
vironment, how complex properties of that environment the
particular type of coupling (e.g., type of sensors, “control
loop”, effectors) can capture, and how complex behaviors or
actions the agent is capable of, we have proposed a tenta-
tive general hierarchical classification of autonomous agents
embedded in, and acting as a part of, their environments.

Whether one would consider an agent that (i) has at least
some control over its internal state and behavior, and is (ii)
reactive, (iii) persistent, (iv) pro-active, (v) goal- or utility-
driven, and (vi) adaptable, to automatically beintelligent,
depends on one’s definition of intelligence and is subject to
debate. What seems clear, however, is that no proper subset
of the properties (i) - (vi) satisfies even the weakest notion of
intelligence. Moreover, we argue that, as one keeps adding
on properties from (i) towards (vi), one can recognize many
well-known examples of agents found in the literature, yet
not as a part of what we argue is a reasonable and natural
hierarchy of agents3. For instance, artificial agents that pos-
sess only (i), (ii) and possibly (iii) are studied in detail in
[17]. Some examples ofWAA agents possessing (i) - (iii)
andSAA agents having attributes (i) - (v) are discussed next.

5 Discussion and Some Applications
To illustrate the usefulness of the proposed hierarchy

of agents, we consider some software engineering de-
velopments in the context of open distributed systems.
Agent-oriented programming [20] can be viewed both as a
novel paradigm and the natural successor to object-oriented
paradigm [13]. The transition from object-oriented towards
agent-oriented programming was motivated by the design of
open distributed platforms, so that concurrency and resource
sharing can be exploited in heterogeneous distributed envi-
ronments [3].

To place the development of a general paradigm of au-
tonomous agency into a broader computer science perspec-
tive, we briefly make a comparison to the development of
the object-oriented paradigm. The primary motivation for
moving away from function evaluation based classical im-
perative programming towards the object-oriented program-
ming paradigm was primarily motivated by the nature of a

3However, see [10] for another proposal of a hierarchical taxonomy of
various types of agents.

great number of emerging applications, where it was more
natural to think in terms of objects and their classes and hi-
erarchies, their capabilities (“methods”), etc., then in terms
of functions being evaluated on variables. One particular do-
main that gave a huge impetus to the growth and success
of object-oriented programming was that of computer simu-
lation of various complex and distributed infrastructures [8].
As computing started becoming increasingly distributed both
physically and logically, and these distributed systems get-
ting increasingly heterogeneous, complex and open, the in-
dividual components, whether hardware or software, were
moving away from non-autonomous components of a single,
tightly coupled system, towards being increasingly sophis-
ticated, autonomous and complex (sub)systems themselves,
that were only loosely coupled into an overarching larger
system. Hence, a novel paradigm capturing the increasing
requirements in terms of autonomy, flexibility and complex-
ity of the individual components in such distributed systems
was sought - and, in case of the software, theagent-based
programmingparadigm was born [20].

We thus see the relationship of agent-oriented program-
ming to object-oriented programming, in essence, similar
to the relationship of object-oriented to classical imperative
programming: each is a novel metaphor and a radical depar-
ture from its predecessor - yet a novel metaphor that clearly
builds on the top of its predecessor, and adds more desir-
able properties that brings thus enhanced model considerably
closer to the target applications.

Actors [1, 2] are a powerful model for specifying coordi-
nation in open distributed systems. In addition to its internal
state, an actor also encapsulates its behavior (both data and
procedure). An actor can communicate via asynchronous
message passing with other actors; this asynchronous com-
munication is, therefore, central to how actors interact with
their environment. An actor is responsive or reactive; it also
may (but need not) be persistent. Actors thus fit well into our
concept ofweakly autonomous agency.

Actors can also be used as a building block towards imple-
menting more complex systems and, in particular, for soft-
ware design of autonomous agents with stronger autonomous
capabilities, via appropriate extensions (added functionality)
of the basic actor model. For instance, ref. [3] addresses
an important problem of how to extend actors into a pow-
erful concurrent programming paradigm fordistributed ar-
tificial intelligence (DAI) [6, 24]. There are other exam-
ples of designing strongly autonomous applications on the
top of weakly autonomous infrastructures. For instance, an
actor-based (hence, “weakly autonomous”) software infras-
tructure is used in [11, 12] to build a simulator of a particu-
lar kind of strongly autonomous agents, namely, autonomous
unmanned vehicles [22, 23]. The basic agent capabilities
are provided by the actor infrastructure, whereas the higher-
order autonomous abilities, such as the pro-active pursuit of
an agent’s goals or the agents’ coordination strategies, are
built on the top of the basic actor architecture, i.e., at the
“application software” level [11, 22, 23].



6 Conclusions
The subject of this paper areautonomous agentsfrom a

systems perspective. First, we survey some relevant litera-
ture and offer some general thoughts about various properties
and notions of autonomous agents. We then propose a hier-
archy of autonomous agents based on the complexity of their
behaviors, and the necessary attributes that can yield partic-
ular behaviors. Instead of marking various types of agents
as more or less complex in terms of the sophistication of
their (supposed) mental or emotional states, we make dis-
tinction in terms of the basic agent capabilities whose pres-
ence - or lack thereof - is readily observable and measurable
by an observer outside of the agent itself. Thus, instead of
a “cognitive” or symbolic AI approach, we propose classi-
fying autonomous agents in more behaviorist, functionalist
and systems theory terms. In particular, we identify the three
absolutely necessary properties for even the weak(est) notion
of autonomous agency, and three additional, more advanced
properties that are necessary for an agent, whether biological
or artificial, to be reasonably considered deliberative or intel-
ligent. We also show how some well-known, existing agent
models fit into the appropriate layers of our proposed agent
hierarchy. Finally, we point out some examples of how the
lower-level agents can be used as “building blocks” in design
of more complex, higher-level autonomous agents andMAS.
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